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Oswaldo Peña1, and Fernando De La Rosa2

1 Universidad Santo Tomás, Bogotá D.C., Colombia
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Abstract. This work shows the design, implementation and evaluation
of a human-robot interaction system where a robot is capable of learning
multimodal instructions through gestures and voice issued by a human
user. The learning procedure can be performed in two ways: an instruc-
tion learning phase, where the human aims at teaching one instruction to
the robot by performing several repetitions and an instruction receiving
phase where the robot reacts to the instructions given by the human and
possibly asks for feedback from the user to strengthen the instruction’s
model.

1 Introduction

Every day more robots are immersed in daily-life tasks and disciplines such as
home tasks, medical-care and industries, among others. Moreover, every day
this human-robot interaction becomes more personal and accessible to everyone,
from children to elders, from engineers to farmers. Therefore, it is paramount for
robots to interact with people using types of communication familiar to anyone
with whom it would interact. In other words, robots should understand and use
natural and intuitive interactions with people.

To succeed in the aforementioned task, it is necessary to tackle the problem
from multiple areas of expertise such as human-robot interaction, navigation,
mapping, mechanics, object manipulation, among others. This article is focused
in human-robot interaction, which includes sensor integration to capture data,
artificial intelligence systems development, and implementation of mechanisms
to interact with humans in a natural, reliable and simple manner. Specifically,
we deal with the problem of one robot that learns how to interact with a human
in a natural way by using inputs from varied nature, i.e., audio and video. The
instruction learning process is achieved by several repetitions of the instruction
performed by the human. Afterwards, the human can execute the instruction
and the robot will understand and will react to it. The proposed model uses



the input data to build two classifiers; one for the audio data and one for the
video stream. Both classifiers consists of ensembles of one-class SVMs. The final
decision of which instruction the input data belongs to, is taken based on each
sample confidence.

This article is organized as follows, the first section presents the state-of-art in
instructions learning in human-robot interaction. The following section presents
the proposed methodology, first we show the system’s overall architecture for
learning multi-modal instructions in the human-robot interaction context; then,
every module is explained in detail. The next section shows the experimental
setup and the results obtained. Finally, the last section summarizes the conclu-
sions of our work.

2 Related Work

Recently, there have been many research and application works around the prob-
lem of Human-Robot Interaction (HRI), especially, in proposals that aim at rec-
ognizing instructions issued by a human to a robot that makes the interaction
as natural as possible to the human. The work in [1] show a proposal that uses
gesture classification to orient a telepresence robot to direct its attention to spe-
cific targets using a Kinect. The gesture recognition is achieved by processing
visual information that allows the system to track the human head as well as
audio information from the robot’s microphone to locate the source of sound. In
their work, they use Localist Attractor Network for the gesture recognition task
and Short-Term Memory to obtain the attention direction.

Other works also propose the application of machine learning techniques in
the context of HRI to recognize only gestures by using the information of the
human body motion by tracking its joints using a Kinect [2]. The authors propose
three phases. In the initial phase, gesture classification is performed on a set of
known human movements using an edited video stream. Each gesture consists
of a set of frames where the Kinect detects the position of the 20 human joints
for each frame. The second phase attempts to detect unknown movements by
extending the techniques proposed in the first phase, detecting movements in an
unedited video stream which also captures random gestures. In the third phase,
a set of rules are applied in order to filter gestures that were classified into the
known vocabulary but were not really intended to be instructions for the robot.
Using this methodology, the authors build a proposal to classify gestures over
unedited video streams.

In [3] and [4], a proposal is presented to create an automatic gesture classifier
capable of discriminate between known gestures and signals with no meaning. In
this work, a Kinect is also used to acquire the input data and a set of 4 gestures
with 300 samples each is considered. Additionally, a set of random gestures is
also acquired and included in the classifier’s accuracy calculation during the
validation process. In [5], an audio classification system is proposed using SVMs
and RBF-NN. In this work, the authors propose a feature extraction phase for the
audio data using Mel-frequency Cepstral Coefficients (MFCCs). Such coefficients



have shown to be a key step in the construction of classification systems that
use audio inputs [6] since they accurately represent the acoustic phenomena by
highlighting low frequencies.

In [7] the authors introduce a classification system with 5 different labels
by analyzing visual features. This work is the base for [8] and [9], where the
instructions given by the human are captured, not only using visual information,
but also audio features. These works propose a first attempt to combine both
data sources (audio and visual) to classify the 5 labels (news, advertisement,
sport, serial and movies). Like in the previous works, the authors also use the
MFCCs to extract audio features. For the gesture data they propose the use of
color histograms for video segmentation. The information obtained from both
sources is used to construct a different classifier, i.e., one for audio and one
for video, using Support Vector Machines. By weighted sum of each individual
classifier, the output is combined into one single answer. Many authors have
proposed the use of individual classifiers, mostly for audio and video classification
and the general idea is to create several classifiers and combine them in different
ways to improve the general system’s performance [10].

One of the most interesting applications of HRI is that of collaboration be-
tween humans and robots to execute specific tasks. However, several factors need
to be taken into account to successfully accomplish such interaction. Specifically,
the robot and humans goals may not be completely aligned when long-term in-
teractions are established. The authors in [11] claim that online learning is of
paramount importance to alleviate this situation. However, it is not yet widely
used in most human-robot interactions for two main reasons: On one hand,
typical learning algorithms are incapable of learning in time frames required
to interact effectively with humans. On the other hand, there is a random ex-
ploration property present in most online learning algorithms that may cause
inappropriate results when a robot interacts with humans. In their work, they
propose the use of effective communication strategies to accelerate the learning
process during the interaction.

3 Proposed Methodology

In the following sections we show the proposed methodology to design, develop
and test a HRI system capable of learning instructions issued by a human using
multimodal inputs, i.e., audio and gesture signals.

3.1 Solution Architecture

Fig. 1 shows our proposed architecture. The process starts by using the Kinect
to capture both the audio signal from the human voice and the gestures from the
video stream. The overall design consist of 5 main modules, namely Motion De-
tection, Voice Activity Detection, Feature Extraction (skeleton features), Feature
Extraction (MFCC) and Multimodal Classifier. The first two modules allow the
detection and identification of possible instructions given by the human. These



modules allow our system to discriminate between small movements and audio
that may be considered noise, from actual instructions issued by the human.
Afterwards, a feature extraction process is performed over the filtered data in
order to extract and keep the important information required for the classifica-
tion task. Finally, a multimodal classifier provides an answer that is transmitted
to the user through an action performed by the robot. This validation is made
in order to improve the learning model while the interaction runs.

Fig. 1. Overall system architecture

The following sections show a detailed description of each module within the
overall architecture.

3.2 Inputs description

One of the main important contributions within our proposal is the input’s mul-
timodal nature, i.e., it comes from two different sources for the same instruction.
One of them is the video stream to detect gestures and the other one is audio data
to detect a voice instruction. For this purpose, we have integrated the Microsoft
Kinect sensor which provides us with both data sources.

Table 1 shows the sampled frequency and format of each input captured using
the Kinect.

3.3 Gestures detection and voice activity

The main target of the gestures and voice activity detection modules is to ef-
fectively detect and extract the pieces of information, provided by the Kinect,
where presumably a human has issued an instruction, either spoken or by using
a gesture. In both cases, the modules are implemented through a finite state
machine especially designed to follow the behavior of each type of input signal:
for the audio input, the signal energy is computed and processed, while for the



Table 1. Sampling frequency and format of each input captured using the Kinect

Input Format Frequency

Body gesture (x, y, z) datapoints that indicate the 30 fps
spatial coordinate (in meters)
of certain human body joints

Audio Data array from 16kHz
the 24 bit ADC

gesture signal a change of coordinates is performed in order to obtain an esti-
mated “amount of movement” from the user in certain periods of time. For the
audio signal, if the calculated energy does not exceed a threshold value, it is
considered noise. Similarly, if the calculated “amount of movement” is not high
enough, it is not considered an actual gesture.

3.4 Feature extraction for gesture instructions

This module is in charge of extracting useful information from the data provided
by the Kinect in the form of skeleton joint coordinates. The main idea is to
build a set of fixed-size distinctive features that may be used to classify between
different body gestures issued by different users.

The first step consists of performing a sub-sampling procedure on the data
in order to match the number of samples between gestures, since it may vary
according to the user and the specific body movement.The general procedure is
shown in Fig. 2 for two different body gestures, one with n1 samples and another
with n2 < n1 samples. Both gestures are sub-sampled to match a desired number
of m samples.

Fig. 2. Sub-sampling procedure applied to body gesture data for two gestures with a
different amount of original sample numbers.

Initially, the new sampling frequency is computed using the original number
of samples and the desired number of samples as shown in Eq. (1).



fm =
n

m
(1)

where
fm is the new sampling frequency
n is the number of samples from the original gestsure
m is the desired number of samples for the sub-sampled gesture

The new dataset of size m is obtained by extracting the original samples as
shown in Eq. (2) for i = 0, 1, ...,m− 1.

Ŝi = Si∗fm (2)

where:
Ŝi is the i-th sub-sampled gesture sample
Si is i-th original gesture sample
fm is the new sampling frequency

This sub-sampling process guarantees that every gesture performed by the
user is represented with m samples that are in turn composed of 9 skeleton
(x, y, z) coordinate joints. However, these gesture representations are static co-
ordinates that do not represent the motion of the gesture itself. To alleviate this
situation we have proposed to create vectors that represent the gesture motion
among time using the available joints coordinates. The procedure consists on
calculating origin-centered vectors for each joint where the vector tail is located
in the current sample and its head is in the next corresponding joint sample. A
diagram of the general procedure is shown in Fig. 3 for two consecutive samples.

Fig. 3. Transformation from joint coordinates to joint motion vectors using the current
and the next samples



The amount of features for the body gesture input corresponds to the (m−
1) joint motion vectors times the 9 skeleton joints times the 3 (x, y, z) spatial
coordinates for a total of 27(m− 1) features.

3.5 Feature extraction for voice instructions

This module will receive audio data captured by the Kinect’s microphone. The
idea is to obtain a set of features from such data stream useful to classify between
instructions given orally by a human.

For this purpose, we used the approach followed by [12], where the signal
is split in smaller audio windows where the coefficients of the Discrete Fourier
Transform (DFT) are calculated for each one, in order to estimate the power
spectral density. This density is then filtered using a set of overlapped triangular
filters to highlight the importance of low frequencies imitating the behavior of the
human ear. Afterwards, the signal is scaled to a logarithmic scale and the Discrete
Cosine Transform (DCT) is applied in order to eliminate the dependency of
adjacent bands. Finally, the signal is split into several windows where the MFCCs
are calculated for each one and then averaged for all windows. A summary of
the whole procedure is shown in Fig. 4.

Fig. 4. Procedure for the extraction of MFCCs

3.6 Classifier

The classifier is the module responsible for receiving the processed data from
the feature extraction modules and providing an answer of which instruction, if
any, has been issued by the human user.

We have proposed the architecture shown in Fig. 5 for the multiclass mul-
timodal classification task. A specific classifier is created based on the nature
of the input data, i.e., one classification for the audio input and another for
the gesture motion input. A decision output module takes the outputs of both
classifiers and provides the general classifier output.

This module is capable of performing two different functions depending on the
phase of interaction between the human and the robot, namely the instruction
learning phase and the instruction receiving phase. On the first phase, the
human attempts to teach one instruction to the robot by means of a training
procedure, while on the latter, the human user issues instructions that the robot



Fig. 5. Proposed architecture for the automatic classifier

attempts to understand and execute. The steps performed by the classifier in
each interaction phase are described in Fig. 6.

During the instruction learning phase, the human presents to the robot a set
of repetitions of the specific gesture and voice command that determines one
instruction. The classification module receives such multimodal inputs and uses
them to build, through a training process, a model capable of accurately clas-
sify such instruction when presented again. In this phase, the classifier performs
a training function (Fig. 6(a)). During the instruction receiving phase, the hu-
man issues an instruction which is processed by the classifier to determine the
user’s intention. According to its result, the robot provides an action and then
receives feedback from the user in order to enlarge the training database which
in turn further strengthen the existing classification model. During this phase,
the module acts mostly as a classifier (Fig. 6(b)).

Gesture and voice classifiers As shown in Fig. 5, the general classifier is
integrated by two independent classifiers; one for the audio data and one for
the motion data. Each classifier is built independently using Support Vector
Machines (SVMs), as these have shown high success in classification problems
for audio and motion data [13]. In Fig. 7 we show our proposed architecture
for each separate classifier using a special class of classifiers known as One-class
SVM.

The One-class SVMs are learning machines capable of discriminate whether a
given input sample belongs to one class or not [14]. Similar to other SVM-based
algorithms, they rely on the kernel trick, a mathematical concept that allows the
algorithms to create non-linear classification boundaries. In this work we use the
widely used Gaussian and Polynomial kernels that have shown improved perfor-
mance for general applications. Unlike binary classifiers, the One-class SVMs do



(a) (b)

Fig. 6. Functions performed by the classifier (a) During the training function, the
database for each instruction is built while the human interacts with the robot and
is used in a training process that finally allows the creation of a classification model.
(b) During the classification function, a user provides a sample to the robot which
passes through the classification model. Depending on the classifier’s output, the robot
provides a reaction and asks (or not) for feedback to identify the real data label that
is finally incorporated into the dataset to retrain the classifier.

Fig. 7. General architecture for the multiclass classifiers for audio and motion data.
The input data is passed through all one-class SVMs and then, the answer is merged
into one single output.



not require training samples from other classes other than the one they are built
for in their training process. Using a set of One-class SVMs, i.e., one for each
class, as shown in Fig. 7, it is possible to build complete multiclass classifiers us-
ing one classifier per instruction. This architecture has the advantage that each
new instruction provided by the user is independent from the others and does
not require retraining the whole classifier, but only the one in charge of the new
class.

The training procedure of the One-class SVMs is performed following a typ-
ical methodology for building statistical learning models [15]. The complete
dataset is split into two disjoint sets; one for the training process and other for
testing the generalization capabilities of the classifier. In this case, the training
data for each One-class SVM is made of samples that belong only to one instruc-
tion. However, the testing set for each One-class SVM classifier is composed of
samples from the own class, but also of data samples from other classes.

In order to obtain classifiers with high generalization capabilities, the values
of the kernel parameter and regularization parameter C are chosen such that
the empirical generalization error is minimized [15]. For this, a model selection
methodology is applied creating a grid search of the discretized parameter space.
In each parameter combination, a model is created using the training set and
tested using the testing set. The chosen model is the one that shows the lowest
classification error (i.e., the fraction of missclassified samples) on the testing
dataset.

Finally, our methodology includes a grid refinement step where we begin with
a coarse grid and end with a recursively finer grid. The recursion is achieved by
creating new parameter values the half closer than the previous grid size, until
a desired generalization error is achieved or a maximum number of iterations is
reached.

Classification confidence One additional parameter from our proposal is the
calculation of a classification confidence value δ for each classifier for an input
sample. This value provides the classifier’s certainty about its output and is
closely related to the concept of classification margin for each input data point.
The general idea is that the higher the margin, the higher its classification cer-
tainty. Finally, we propose a margin normalization that will allow us to compare
the margins between different classifiers for one single input sample.

The confidence value of the j-th classifier when presented the input sample
x is as shown in Eq. (3)

δj(x) =
mj(x)

m̂j
(3)

where mj(x) is the margin of the input sample x and m̂j is the average margin
of the j-th classifier in the training dataset.

This confidence value may be understood as follows:

– If δj(x) ≈ 1, it means that the margin is similar to the average margins for
the classification set.



– If δj(x) > 1, the margin is better than the average, i.e., there is a high
certainty on the classifier’s output.

– If δj(x) < 1, the margin is lower than the average and hence there is a high
uncertainty regarding the classified sample.

– If δj(x) < 0, the input data point does not belong to the class and its
magnitude represents the certainty of not belonging to the class, i.e., the
higher the margin’s magnitude, the lower uncertainty of the classified sample.

Multiclass output function The j-th classifier outputs two values when pre-
sented an input sample x: 1) its classification label yj(x), whose value is yj(x) = 1
if it labels the input sample as belonging to its class or yj(x) = 0 otherwise and
2) its classification confidence δj(x). The last module within the classifier is
the output function that receives the outputs of all One-class SVMs and merge
them into one single answer (classification label and confidence). This module
implements the functions shown in Eq. (4) and Eq. (5) in the pressence of N
classifiers.

ŷ(x) =

{
yj if

∑N
i=0 yi(x) = 0

yk if
∑N

i=0 yi(x) 6= 0
(4)

δ̂(x) =

{
0 if

∑N
i=0 yi = 0

maxi=1:N δi(x) if
∑N

i=0 yi 6= 0
(5)

where j = arg mini=1:N ‖δi(x)‖ and k = arg maxi=1:N δi(x).

The general idea is to assign to the input data point x the label of the class
“closer” to the classification boundary, when all the classifiers claim that it does
not belong to any class. In the opposite case, where one or more classifiers assign
the input sample as belonging to their own class, the assigned label is the one
given by the classifier with highest confidence.

It is noteworthy that this architecture is feasible in the context of HRI,
specifically in our proposed framework, since each classifier is anticipated to
have high bias due to the low amount of data available for training, compared
to other applications and the complexity of the problem at hand.

3.7 Decision Module

Both classifiers, the one related to the audio data and the one that processes
the gesture actions, finally produce a label and a confidence value (ŷa(x), δ̂a(x))

and (ŷv(x), δ̂v(x))) respectively. There is a final module that receives the answer
provided by the two classifiers and makes the final decision regarding the class
of the input sample. The decision module implements the function in Eq. (6) to
produce the final classification output ŷg(x).



ŷg(x) =



ŷv(x) if ŷv(x) = ŷa(x)

ŷv(x) if
(

(ŷv(x) 6= ŷa(x)) ∧ ((δ̂v(x)− δ̂a(x)) ≥ l)
)

ŷa(x) if
(

(ŷv(x) 6= ŷa(x)) ∧ ((δ̂v(x)− δ̂a(x)) ≤ −l)
)

0 if
(

(ŷv(x) 6= ŷa(x)) ∧ (|δ̂v(x))− δ̂a(x))| < l)
) (6)

The decision module output can be understood as follows:

– If both classifiers agree on the class, then such output is the final decision
– If the classifiers disagree on their outputs, and the difference in their confi-

dences is greater than certain threshold value, then the overall output is the
one with largest confidence

– If the classifiers disagree on their outputs and the difference in their confi-
dence do not exceed certain threshold value, then the overall classifier output
is “don’t know”, meaning that the instruction has not been recognized.

3.8 Human-robot interaction

The last step in our methodology is the actual interaction between the robot
and the human. The robot will execute an action according to the output given
by the classifier module and hence two possibilities arise: 1) The robot may be
highly certain of its answer or 2) the robot has high uncertainty about it. In
both cases, the system may use the current sample to further strengthen the
classifier’s model (i.e., by including it into the training process and retraining
the one-class SVM). In the first case, the label assigned to the input sample is
the one assigned by the robot (since it is highly certain of its answer). However,
in the latter, a feedback from the user is required. This feedback is provided in
the form of approved or not approved signals, meaning that the robot’s action
is the one expected by the human or not, respectively. If the robot’s output was
not the one expected by the human, the input sample is not included into the
training process (since its true label is unknown).

4 Experiments and Results

We have prepared an experimental setup to test our proposed methodology using
a Kinect sensor and a DARwIn-OP robot. Fig. 8 shows a human user interacting
with the robot in 3 possible steps. Initially, the user performs several repetitions
of the instruction that needs to be learned. Afterwards, the user shows to the
robot the action that needs to be done when such instruction is issued. Finally,
the user issues the instruction and waits for the robot’s action.

For the experiment we have asked 4 different users to interact with the robot
to teach the system 5 different instructions, namely: Hello, Head, Right, Left
and Amen. Every instruction is composed of a voice command and a body
gesture performed by the human. In the instruction learning phase the user
performs 25 repetitions of each class and these data are used by the robot to
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Fig. 8. Experimental setup for the human-robot interaction test: a) The human per-
forms several repetitions of the instruction to the robot. b) The human shows the robot
the expected answer c) The human issues the instruction

build a model for each one. Afterwards, the user starts interacting with the
robot 100 times for each instruction, for a total of 500 interactions. During each
interaction, the robot has the opportunity of asking for feedback from the user
and hence strengthen the classifier’s model. In Fig. 9 we show the results of the
interaction between the human and the robot for two users when performing the
100 interactions for each class.

In Fig. 9(a) and 9(b) we present an accumulated count on the number of
errors made by the learning system as the interactions pass. In the plots, we
show the behavior of a Baseline classifier which randomly (uniformly distributed)
chooses one of the 5 classes regardless of the input sample. It is noteworthy that
as the interaction progresses, for all classes, the accumulated number of errors
moves away from the classifier baseline behavior, showing that our system is,
in fact, learning throughout the interaction with the user for all classes. We
can also see that, for all classes, the number of accumulated errors, for both
users, flattened after a certain number of iterations, meaning that the number
of data samples included in the training process during the interaction is in fact
improving each classifier model.

In Fig. 9(c) and Fig. 9(d), we also show the accumulated number of queries
made by the robot during its interaction with the human. Recall from Section
3.8 that the robot may ask for feedback to the human only when its output
confidence is not high enough. The results show that, for most classes, the robot
requests for queries mostly at the beginning of the interaction and that these
queries tend to decrease during the interaction. Note that this is an expected
result since the models for each One-class SVM become more accurate when new
samples are included into the training process and hence the confidence values of
each classifier tend to increase. Nevertheless, for some classes, of certain users, it
is possible that more queries are required before their confidence is high enough
to avoid asking for user feedback.

Finally, we show in Fig. 10 an approximation to the generalization error for
three out of the five classes for both classifiers, motion and voice, separately, as
the training set grows.
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Fig. 9. a) Accumulated number of errors during the human-robot interaction for user
1. b) Accumulated number of errors during the human-robot interaction for user 2.
c) Accumulated number of queries during the human-robot interaction for user 1. d)
Accumulated number of queries during the human-robot interaction for user 2.

(a) (b)

Fig. 10. a) Generalization error for the classes “Hello”, “Head” and “Right” for the
gesture classifier. b) Generalization error for the classes “Hello”, “Head” and “Right”
for the audio classifier.



For both cases, it is possible to note that the generalization error decreases
as the training dataset size increases. However, the gesture classifier shows lower
generalization error than the audio-based classifier.

5 Conclusions

We have proposed an instruction learning system capable of using multimodal
inputs in the context of human-robot interaction that makes it possible for a
human with no knowledge or experience in programming, robotics and/or engi-
neering to control or receive help from a robot in a natural way.

Our proposed architecture for the learning system is based on the ensemble
of several One-class SVMs to create a multiclass classifier, one for each input
mode. This architecture allows the complete system to improve its model every
time a new data sample is available without retraining the complete multiclass
model, but only the one-class classifier corresponding to the class of the input
data point. We believe this is an important contribution since it allows the
incorporation of the training process as the interaction with the user progresses
in a moderate computational time.

Finally, we have proposed a possible feedback query from the robot, when
the certainty of its output is not high enough by computing an overall confidence
value of the learning and classifying system. This confidence value is related to
a normalized value of the classification margin for each data sample, that allows
the multiclass classifier to decide the output label for the input data.
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